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A comparative study in birds: call-type-independent species and
individual recognition using four machine-learning methods
and two acoustic features

Jinkui Cheng, Bengui Xie, Congtian Lin and Liqiang Ji*
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Chinese Academy of Sciences, 1-5 Beichenxi Road, Beijing 100101, China
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Species- and individual-specific animal calls can be used in identification as verified in
playback experiments and analyses of features extracted from these signals. The use of
machine-learning methods and acoustic features borrowed from human speech
recognition to identify animals at the species and individual level has increased recently.
To date there have been few studies comparing the performances of these methods and
features used for call-type-independent species and individual identification. We
compared the performance of four machine-learning classifiers in the identification of
ten passerine species, and individual identification for three passerines using two
acoustic features. The methods did not require us to pre-categorize the component
syllables in call-type-independent species and individual identification systems. The
results of our experiment indicated that support vector machines (SVM) performed best
generally, regardless of which acoustic feature was used, linear predictive coefficients
(LPCs) increased the recognition accuracies of hidden Markov models (HMM) greatly,
and the most appropriate classifiers for LPCs and Mel-frequency cepstral coefficients
(MFCCs) were HMM and SVM respectively. This study will assist researchers in
selecting classifiers and features to use in future species and individual recognition
studies.

Keywords: call-type-independent; species identification; individual recognition;
machine-learning; Mel-frequency cepstral coefficients; linear predictive coefficients;
passerine

Introduction

Species and individual identification based on acoustic features of calls is a useful tool for

the study and monitoring of animals, especially for species that cannot easily be marked

using traditional methods (Terry et al. 2005). It can improve census estimates and offer

unique information that can expand our knowledge of the population ecology of some

species (Peake and McGregor 2001; Laiolo et al. 2007). It also helps researchers to

identify new species and estimate the taxonomic position of species, especially those for

which morphological and molecular data are scant (Tietze et al. 2008; Packert et al. 2009).

Thus, interest in this field is on the rise.

Animal vocalizations have evolved to be species-specific. This has been demonstrated

by many playback experiments (Nietsch and Kopp 1998; De Kort and Ten Cate 2001;

Charrier and Sturdy 2005). Many animals use calls that contain information about their
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motivation, sex, age, emotion, and even identity when communicating with conspecifics

(Soltis et al. 2005). Vocal recognition at the individual level has been verified by playback

experiments in some species (Palleroni et al. 2006; Gasser et al. 2009; Wilson and Mennill

2010; Xia et al. 2010). Species or individual recognition can be determined for some

species based upon the acoustic features of their calls.

The majority of studies in species and individual identification have used traditional

acoustic features, including fundamental frequency, maximum frequency, minimum

frequency, syllable energy, zero-crossing rate, pulse rate, signal bandwidth, mean syllable

duration and mean interval duration (Sousa-Lima et al. 2002; Molnar et al. 2008).

Examples of species recognition include the identification of two closely related African

fish (Crawford et al. 1997), and the identification of nine dolphin species based on 12

variables found in their calls (Oswald et al. 2003). Individual identification has also been

studied using traditional acoustic features in many species, including frogs (Bee et al.

2001; Friedl and Klump 2002), marmots (Blumstein and Munos 2005), skuas (Charrier

et al. 2001), foxes (Darden et al. 2003), owls (Galeotti and Sacchi 2001; Lengagne 2001)

and kittiwakes (Aubin et al. 2007). Recently, researchers applied acoustic features

borrowed from the field of human speech recognition to identify species and individuals,

which can be easily used for automatic species or individual identification systems. For

example, this approach was applied to species groups in the passerine family and used

mel-frequency cepstral coefficients (MFCCs) (Somervuo et al. 2006). MFCCs have also

been used to identify frog species and cricket species (Lee et al. 2006) and individual

African elephants (Loxodonta africana) (Clemins et al. 2005). Another approach is the use

of linear predictive coefficients (LPCs) to distinguish species and individuals and has been

applied to birds (Juang and Chen 2007) and pigs (Sus scrofa) (Schon et al. 2001). In

general, MFCCs and LPCs are the most popular acoustic features for species and

individual identification.

In early research on species and individual identification using acoustic features,

discriminant function analysis was the dominant method for the classification and

recognition of features and was applied to many taxa including insects (Lee et al. 2006),

amphibians (Bee et al. 2001), birds (Lengagne 2001) and mammals (Darden et al. 2003;

Oswald et al. 2003; Blumstein and Munos 2005). Interest in this field has risen and many

machine-learning methods borrowed from the field of pattern recognition have been used

to deal with the problem of species and individual identification. For example, Parsons

(2001) used artificial neural networks (ANN) to identify bats from echolocation calls and

Chesmore (2004) applied a similar tool when developing an automated identification

system for insects. Support vector machines (SVM) have been applied to species

recognition in frogs and birds (Fagerlund 2007; Acevedo et al. 2009), as SVM can provide

equal or even better performance than traditional methods (Guo and Li 2003; Huang et al.

2009). Other research, focused on hidden Markov models (HMM) for species and

individual identification, obtained good results (Clemins et al. 2005; Trawicki et al. 2005;

Somervuo et al. 2006; Trifa et al. 2008). Gaussian mixture models (GMM) are also an

important machine-learning method and have been used to recognize 28 species of bird

and four dolphin species based on cepstral features extracted from calls (Roch et al. 2007;

Lee et al. 2008). In general, neural networks (NN), SVM, HMM and GMM are the most

common machine-learning methods used in species and individual recognition. Studies

using machine-learning methods obtained the greatest recognition accuracy. For species

and individual recognition, only a few studies have combined machine-learning methods

and the two acoustic features but have achieved very high identification rates (Clemins

et al. 2005; Trawicki et al. 2005; Fox et al. 2008; Trifa et al. 2008).
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Bird song is typically divided into four hierarchical levels: notes, syllables, phrases and

song. The majority of current research is based on the similarity between syllable-type-

specific features (Fox 2008). This is referred to as call-type-dependent recognition; however,

given changeability in animal vocalizations between and within species and individuals,

automatic call-type-independent identification is of greater use. Call-type-independent means

that the models for bird species or individuals can be trained using any types of syllables and

tested using the same or different types. The identification models are insensitive to the type of

syllables. Although very few call-type-independent studies have been completed, accuracies

have been very high (Fox et al. 2008; Cheng et al. 2010). Further, little research has been done

on comparing the performance of different machine-learning methods using acoustic features

and comparing the ability of acoustic features in call-type-independent species and individual

identification. Here, we aim to compare the performance of machine-learning methods and

the suitability of using acoustic features for call-type-independent species and individual

identification. To achieve this we chose 10 passerine species and four machine-learning

methods: radial basis function networks (RBFN, a special kind of ANN), SVM, HMM and

GMM; and two acoustic features: MFCCs and LPCs. Our approach is call-type-independent

and aimed at determining the optimum method-feature pair.

Materials

Call-type-independent individual identification was carried out in three passerines:

Chinese leaf warbler (Phylloscopus yunnanensis), Hume’s warbler (Phylloscopus humei)

and Chinese bulbul (Pycnonotus sinensis). Species identification was conducted using 10

passerine species: Chinese leaf warbler, Hume’s warbler, Chinese bulbul, Gansu leaf

warbler (Phylloscopus kansuensis), Black bulbul (Hypsipetes leucocephalus), Red-

whiskered bulbul (Pycnonotus jocosus), Brown-breasted bulbul (Pycnonotus xanthor-

rhous), Chestnut bulbul (Hemixos castanonotus), Collared finchbill (Spizixos semitorques)

and Mountain bulbul (Hypsipetes mcclellandii).

Chinese leaf warblers were recorded from Taibaishan National Nature Reserve

(3384903000 , 3480503500N, 10782202500 , 10785103000E), Gansu leaf warblers and Hume’s

warblers were recorded from Lianhuashan National Nature Reserve (348560 , 348580N,

1038440 , 1038480), and Chinese bulbuls were recorded from several locations across

Fujian, Guangxi and Jiangsu provinces, China. Data from the remaining six Pycnonotidae

species were recorded from different provinces within China. All recordings were

conducted during the breeding seasons of the species using a WM-D6C professional

recorder (Sony Corporation, Tokyo, Japan) with a MKH 416-P48 directional microphone

(Sennheiser, Wedemark, Germany) placed 2–8 m from a singing bird. The recordings

contained a mixture of bird songs and calls. Recordings were converted to a digital

medium at 22.05 kHz sampling frequency and saved in 16-bit wave format using Batsound

v3.10 (Pettersson Elektronik AB, Uppsala, Sweden).

Recordings for individual recognition of one species were all recorded from different

times and locations, thus we identified individuals easily. In order to avoid the classifiers

picking up the differences in acoustic background at different recording sites, we did our

best to record and select clean recordings with little noise. Recordings for training and

testing datasets were more than 15 seconds and 2 seconds in length, respectively. The

records of each bird species contain 1–4 syllable types which were all used for species or

individual identification in our experiment. The syllable types were sampled equally for

the training and testing data sets (see Tables 1 and 2), but the individual birds and

recording locations in the training and testing sets were different. The spectrogram of the
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syllable types of each species is shown in Figure 1. Because it is difficult to divide bird

songs of different species into syllables with a single standard, the syllable types shown in

Figure 1 sometimes represent phrases that can be divided into syllables further.

Methods

The architecture of our acoustic-driven call-type-independent species and individual

recognition system for birds was divided into three modules: signal preprocessing, feature

extraction and classification (see Figure 2). In the signal preprocessing stage we segmented

the signals using an energy threshold and emphasized the high frequency of the signal using

a digital filter.

Features

Although bird calls are produced by the syrinx, unique to birds (King 1989), the source-filter

model, which is popular in speech and speaker recognition is also apt for explaining the

Table 1. The segmentation results of sounds of ten species for species recognition.

Species Data set

Number
of syllable

types

Number
of sound
samples

Chinese leaf warbler Training 2 27
Testing 2 12

Hume’s warbler Training 1 26
Testing 1 13

Gansu leaf warbler Training 1 9
Testing 1 6

Chinese bulbul Training 4 24
Testing 4 12

Black bulbul Training 2 4
Testing 2 4

Red-whiskered bulbul Training 2 4
Testing 2 4

Brown-breasted bulbul Training 1 6
Testing 1 4

Chestnut bulbul Training 1 4
Testing 1 2

Collared finchbill Training 1 4
Testing 1 2

Mountain bulbul Training 2 6
Testing 2 4

Table 2. The segmentation results of each individual’s sounds for individual recognition.

Species Data set
Number of
individuals

Number of
syllable types

Sound samples for
each individual

Chinese leaf warbler Training 15 2 3
Testing 15 2 2

Hume’s warbler Training 26 1 2
Testing 26 1 1

Chinese bulbul Training 14 4 3
Testing 14 4 2
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production of bird calls. Thus, we can use this model and corresponding acoustic features

such as MFCCs and LPCs borrowed from speech recognition to identify species and

individuals in birds. Moreover, MFCCs and LPCs are the most popular features of existing

speaker identification systems.

When attempting call-type-independent identification, we did not need to classify the

syllables of a song before extracting feature vectors. However, before acoustic features were

extracted, songs were segmented to remove blank and noisy segments. On the assumption

that every sound record began with blank or background noisy frames, we calculated mean

energyE of the first 10 frames of one recording and used 2E as the energy threshold to decide

which frame remaining should be removed. Once segmented, sound signals (now consisting

of syllables) were divided into two sets to train and test the classifiers. The segmented results

for species identification in ten passerine species and for individual identification in three

passerine species are shown in Tables 1 and 2 respectively. Then the sounds were

10 kHz

5 kHz

0
10 kHz

5 kHz

10 kHz

5 kHz

10 kHz

10 kHz

5 kHz

5 kHz

10 kHz Chestnut bulbul Brown-breasted bulbul Collared finchbill

Black bulbul BRed-whiskered bulbul BRed-whiskered bulbul A

Chinese bulbul A

Gansu leaf warbler

Hume's warbler Chinese leaf warbler A Chinese leaf warbler B

5

Chinese bulbul B Chinese bulbul C Chinese bulbul D Black bulbul A

Mountain bulbul BMountain bulbul A

5 kHz

0 1 2 3

0

0

0

5

5

321

Figure 1. Spectrogram of different syllable types of each species with time (s) and frequency axes.
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pre-emphasized to emphasize the high frequency of the signal, using a digital filter

described by the formula

HðZÞ ¼ 1 2 mz21 ð1Þ

where m is 0.95.

The sounds were divided into a set of overlapping frames, windowed using the

Hamming window function, and finally the acoustic features were extracted and the sound

signals were represented by feature vectors (see Figure 3). For each frame one feature

vector was extracted; the values of this vector constitute an independent observation for

the classifiers. We show how an exemplar recording was processed from the original

sound signal to input vectors for the classifiers in Figure 4. In this paper the dimension of

LPCs was optimized simply by applying a series of numbers from 4 to 30; we finally chose

13 for the best performance. In the same way we chose 24 as the dimension of MFCCs.

The entire feature vector was used as the training or testing vector. MFCCs and LPCs were

extracted from frames of the signal and the length of the frame was an important factor that

may affect recognition performance. Figure 5 shows individual identification results with

different window lengths using MFCCs and SVM in Chinese bulbuls. It also shows the

results of different extraction times of LPCs in Hume’s warbler using HMM. The best

length of the extraction time for the two features should be 35 ms (Figure 5). In speech

recognition the most popular window length of short-time features such as LPCs and

MFCCs is 20–40 ms and is consistent with our tests on bird calls. Thus, the window length

used in our experiment was 35 ms and the overlapping between successive frames was

17 ms, which was approximately half of the window length.

Sound signal

Signal preprocessing

Feature extraction

Classification

Training

Models

Recognition

Bird species or individual

Figure 2. Architecture of our call-type-independent species and individual recognition system.
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LPCs

The LPC model is an all-pole model of the spectrum which emphasizes the spectrum peaks

and is called an autoregressive (AR) model. Usually, there exists a correlation between

samples in a segment of acoustic data. LPCs attempt to encode an acoustic segment as a set

of coefficients in a given equation and predict the value of a sample by a linear

combination of values of previous samples:

ŜðnÞ ¼
Xp
i¼1

aisðn2 iÞ ð2Þ

where ŜðnÞ is the predicted value of sample n, s(n– i) is the value of sample n– i in a frame,

ai is coefficient and p is the order of LPCs. Here p is 13.

The coefficients are estimated by minimizing the mean square error between the actual

values of the samples and the values predicted by the equation above, which is described

by formula (3) (Trifa et al. 2008).

12ðnÞ ¼ sðnÞ2
Xp
i¼1

aisðn2 iÞ

" #2

ð3Þ

Here, 1 2(n) is square error, s(n) is the actual value of the sample that was predicted.

LPCs provide a good approximation of the vocal tract spectral envelope, and can be

found by autocorrelation analysis according the procedure in Schon et al. (2001).

MFCCs

MFCC models are not dependent on the AR model. MFCC models the frequency spectrum

and the vibration of the air column in the vocal tract. In the bird syrinx it is also the turbulent

Sound signal

Pre-emphasizing

Framing

Windowing

LPCs vectors

Autocorrelation
analysis

Take logarithm
and DCT

MFCCs vectors

FFT
Mel scale filter

bank

Figure 3. Acoustic feature extraction.
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Figure 4. An exemplar process, from original sound signal to input vectors for the classifiers. Vx is
the feature vector extracted from the xth frame.

Figure 5. Individual recognition results with different window lengths using LPCs and HMM in
Hume’s warbler and using MFCCs and SVM in Chinese bulbul.
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flow of air that produces the sound, thus we can use MFCCs to model bird vocalizations.

MFCCs are popular because they tend to be uncorrelated and are computationally efficient.

MFCCs, like psychoacoustical parameters, incorporate human perceptual information and

have some resilience to noise (Clemins et al. 2005). The division of critical frequency band

and the width of the critical frequency band used for calculating MFCCs also parallel

psychoacoustical parameters. MFCCs can be computed by taking a discrete cosine

transformation (DCT) of the logarithmic spectrum obtained by warping the signal to the Mel

scale using a set of filters (Figure 3). Procedural detail can be found elsewhere (Cheng et al.

2010).

Classifiers

The most popular machine-learning classifiers are GMM, HMM, SVM and NN and these

have performed well in species and individual identification. When features are extracted, a

classifier should be trained to distinguish the feature sets and classify them into classes, then

the trained classifier can classify a testing feature vector to one of the classes or a new class

by comparing it with the stored reference templates for each class. All training and testing

data sets for each model compared in this paper were the same. For individual identification

we used training datasets of different individuals of one species to train the classifiers and

testing datasets to test the performance of the classifiers. We repeated the procedure for each

of the three species. For species identification we prepared training and testing datasets for

each species, and then we trained and tested the classifiers using datasets of different

species. Recordings used for individual recognition were also used for species; however,

these recordings were split into different datasets for the two tasks. In the training stage we

cut each training dataset into five smaller sets stochastically. Four sets were used to train the

classifiers and the other one was used to test the classification performance of the trained

classifiers. We repeated the procedure to optimize the parameters of classifiers and avoid the

problem of over-fitting, which can be called ‘5-fold cross-validation’.

GMM

GMM is well known for modelling arbitrarily complex distributions with multiple

components and is an effective classifier for many tasks (Roch et al. 2007). The feature

distribution can be represented using a GMM based on a weighted sum of component

Gaussian densities. Here, we assumed that the feature space was characterized by a set of

broad acoustic classes and within each class the acoustic feature distribution was modelled by

a component Gaussian density of a GMM (Tsai and Chang 2002). The parameters of the

GMM were estimated using the expectation-maximization (EM) algorithm that guarantees a

monotonic increase in likelihood (Biernacki 2007). In our experiment, we followed the

procedure described in Reynolds and Rose (1995) to construct the GMMs, calculate the

parameters of each GMM and test the GMMs. The number of Gaussian components was

optimized simply by applying a series of numbers from 4 to 64. We found that the relationship

between recognition accuracies and number of components can be represented by a bell-

curve. Thus, we chose 16 Gaussian components in our experiment for the best performance.

HMM

The HMM can model a discrete-time dynamical system described by a Markov process

with unknown parameters. It has two levels: (1) the hidden level, which consists of a finite

number of states and transitions among the states with transition probabilities; and (2) the
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level of observations, which are represented by a sequence of feature vectors that are

assumed to be emitted from hidden states of some probability density (Kogan and

Margoliash 1998). The feature vectors extracted from the frames of the signal at a discrete

time result in a time series. HMM is trained to model the temporal evolution of the features

of each class, and recognition can be done by looking for which HMM is the most likely to

produce a given sequence of feature vectors (Trifa et al. 2008). Usually, the HMM

topology is determined first and the training is performed so that the state label sequence

corresponds to the observations. The commonly used Baum-Welch training utilizes the

EM algorithm principle so that the state indices are considered as latent variables and the

model parameters are trained using all possible state alignments weighted by their

probabilities. HMM can be found and trained following the process described in Trifa et al.

(2008). In this paper we used HMM to model the transformation of feature vectors

extracted from successive signal frames. We used a HMM toolbox for MATLAB to train

and test our models using successive feature vectors as the inputs to HMM (Murphy 2005).

The number of hidden states was eight and the number of output values was N, the same as

the dimension of feature vectors.

SVM

The SVM is a sophisticated kernel-based machine-learning classifier introduced by

Vapnik (1999) that has attracted much attention as a new classification technique with

good generalization ability (Cristianini and Shawe-Taylor 2000). The idea of SVM is to

map input vectors into a high-dimensional feature space and linearly separate feature

vectors with an optimal hyper-plane considering both the structural and empirical risks

(Huang et al. 2009). The placement of the hyper-plane is based on the location of support

vectors, which are the marginal samples. Because linear separation of call classes was not

possible, we used a radial basis function (RBF) kernel to transform the feature space to

enable the fitting of a maximum-margin hyper-plane. In our experiment we used the

LIBSVM software, which is a professional and free toolbox for SVM training and testing

(Chang and Lin 2001). Following the LIBSVM software guide, we trained the SVM with

the default initial parameters and optimized the key parameters gamma (g) and cost (c) of

each SVM using five-fold cross validation. In different recognition tasks, key parameters g

and c were optimized to different values.

RBFN

RBFN is a special kind of ANN that contains only one hidden layer and has been widely

used for function approximation and pattern recognition. The structure of RBFN was

developed by several researchers (Broomhead and Lowe 1988; Moody and Darken 1989)

and consists of three layers: input, hidden and output layers. The nodes of the hidden layer

contain several radial basis functions; we used the Gaussian basis function. The most

important parameters of RBFN are the centre of the radial basis function in the hidden

layer and weights connecting the hidden layer with the output layer. The structure and the

procedure of parameter learning can be seen in Choi et al. (2003). In our experiment, we

used the neural network toolbox for MATLAB to train and optimize RBFN. The toolbox

has many powerful functions to construct, train, optimize and test a RBFN easily. Each

multi-dimension feature vector and the target class identifier of the vector were used as the

inputs to the RBFN. In the training stage, the number of hidden neurons and weights

connecting the hidden neurons with output neurons were optimized. Different tasks
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obtained different parameters; for species recognition in this paper the number of hidden

neurons was 2150 and the weights was a 2150 (the number of hidden neurons) by 10 (the

number of target classes) matrix.

Results

We conducted call-type-independent species identification in ten passerine species and

individual identification in three passerines. The song records were supplied by other

research groups; they studied these passerine species for many years and recorded several

songs of these species. The recognition results are shown in Tables 3 and 4, where the

accuracy rate and classification accuracy were both the rate of correctly classified test

samples. Overall, for species and individual identification, SVM performed best regardless

of which feature was used. Only when the LPCs were used to identify the individuals in

Chinese leaf warbler did HMM perform better than SVM. The accuracy rates for SVM were

between 76.9% and 100%. RBFN obtained higher classification accuracies than GMM for

all species and individual recognition tasks. The recognition accuracies for GMM ranged

between 56.9% and 85.7% and the accuracies for RBFN were between 57.7% and 96.4%.

Both GMM and RBFN performed better than HMM when MFCCs were used. But HMM

obtained higher accuracy rates than GMM and RBFN when LPCs were used for individual

recognition in Hume’s warbler and Chinese leaf warbler. The performance of HMM was

improved greatly when LPCs were used. Accuracy rates for HMM were between 23.1% and

40.0% when MFCCs were used, but the accuracy rates increased to 69.2% and 93.3% when

LPCs were used. LPCs had a strong temporal relationship with each other but the MFCCs

did not and HMM can model the temporal evolution of the features. We believe this explains

the different recognition results of HMM across the two features.

From Tables 3 and 4, we also can see that for the classifiers SVM, GMM and RBFN

MFCCs performed better than LPCs in all call-type-independent species and individual

Table 3. Call-type-independent species and individual recognition results of the four classifiers
using the feature MFCCs.

Individual recognition

Model Species recognition Chinese bulbul Hume’s warbler Chinese leaf warbler

SVM 87.3% 100.0% 80.8% 90.0%
GMM 56.9% 85.7% 57.7% 83.3%
RBFNN 70.6% 96.4% 65.4% 90.0%
HMM 35.3% 35.7% 23.1% 40.0%

Table 4. Call-type-independent species and individual recognition results of the four classifiers
using the feature LPCs.

Individual recognition

Model Species recognition Chinese bulbul Hume’s warbler Chinese leaf warbler

SVM 82.4% 100.0% 76.9% 90.0%
GMM 74.5% 57.1% 57.7% 70.0%
RBFNN 78.4% 75.0% 57.7% 73.3%
HMM 70.6% 75.0% 69.2% 93.3%
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recognition tasks, but for HMM LPCs performed better than MFCCs. When we used

HMM combining LPCs, sometimes we obtained the best results, just as with the individual

identification of the Chinese leaf warbler.

In order to see the effect of sample size on recognition results, we compared the correct

rate of each species in species recognition using MFCCs and SVM (see Table 5). We found

no evident relationship between sample sizes and recognition results. From Tables 2, 3 and 4

we can see that the sample sizes of Hume’s warbler were equal or larger than the Chinese

leaf warbler and Chinese bulbul; however, individual recognition accuracies in Hume’s

warbler were lower than the other two species. Only one syllable type was contained in

recordings of Hume’s warbler, but more than two types were used for individual recognition

in the Chinese leaf warbler and Chinese bulbul (see Figure 1). Thus, the variability of songs

between individuals in Hume’s warbler was smaller than the Chinese leaf warbler and

Chinese bulbul. Based on our results we think that the variability of songs between

individuals may play a more important role than sample size in the recognition tasks.

Discussion

In this paper we compared the performances of four machine-learning methods for the call-

type-independent identification of ten passerine species and individual identification of

three passerine species using two acoustic features. SVM showed the highest identification

accuracy in almost all species and individual identification tasks, which demonstrated the

potential power of SVM in pattern recognition again, but when LPCs were used to identify

the individuals in the Chinese leaf warbler, HMM showed the best performance. Ober and

Armitage (2010) compared four supervised learning methods in the classification of bat

echolocation calls using traditional acoustic features and found that SVM performed second

best in general and best for some classification tasks. In the comparison of three machine

learning techniques for automated classification of bird and amphibian calls, SVM obtained

the highest average true positive rate and lowest average false positive rate (Acevedo et al.

2009). The recognition results of our experiment were basically in accordance with the

results of these previous studies. Our results indicate that the most appropriate classifier

for MFCCs was SVM; however, GMM and RBFN also obtained good recognition accuracy

for both call-type-independent species and individuals. MFCCs were better than LPCs for

SVM, GMM and RBFN according to the recognition results, which was in accord with the

conclusion of a study of call-type-dependent automated species identification of antbirds in

a Mexican rainforest (Trifa et al. 2008). But for HMM, LPCs were better than MFCCs and

Table 5. Recognition results for each species in species recognition using MFCCs and SVM.

Species
Number of training

samples
Number of testing

samples
Correct classified

samples
Correct

rate

Chinese leaf warbler 27 12 11 91.7%
Hume’s warbler 26 13 12 92.3%
Gansu leaf warbler 9 6 4 66.7%
Chinese bulbul 24 12 12 100.0%
Black bulbul 4 4 4 100.0%
Red-whiskered bulbul 4 4 2 50.0%
Brown-breasted bulbul 6 4 3 75.0%
Chestnut bulbul 4 2 2 100.0%
Collared finchbill 4 2 1 50.0%
Mountain bulbul 6 4 4 100.0%
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they greatly improved the recognition accuracy of HMM. This is because LPCs have a

strong temporal relationship but the MFCCs do not and HMM can model the temporal

evolution of the LPCs. Thus, for HMM the most appropriate acoustic features are LPCs.

The works of Fox et al. (2008) were among the first attempts to identify individuals of

bird species based on call-type-independent acoustic features. They used a multilayer

perceptions classifier and MFCCs and achieved accuracies of 69.3% to 97.1% in three

passerine species (Fox et al. 2008). The best call-type-independent individual identification

results of our experiment in three different passerine species were between 80.8% and

100%. Although the syllable types were sampled equally for the training and testing data

sets, we did not classify the syllables into different types and extract syllable-type-specific

features, nor did we use the similarities of syllable-type-specific features among different

bird species and individuals to identify bird species and individuals. Thus, we think the

results obtained in our experiments are call-type-independent. Call-type-independent

species or individual identification, although sometimes resulting in slightly lower accuracy

than call-type-dependent identifications, has the huge advantage of being applicable to all

species regardless of the amount of shared vocalizations or temporal changes in vocal

repertoires (Fox et al. 2008).

The type of classifier and feature used will of course depend on the task but the results

presented here will help researchers to determine which classifier and feature should be

used in their research and will aid the future development of species and individual

recognition systems.
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